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Abstract 
Authors cite other work in many types of documents. Notable 
among these are research papers and web pages. Recently, several 
researchers have proposed using the text surrounding citations 
(references) as a means of automatically indexing documents for 
search engines, claiming that this technique is superior to index-
ing documents based on their content [1,2]. While we ourselves 
have made this claim, we acknowledge that little empirical data 
has been presented to support it. Therefore, in the limited space 
available we present a terse overview of a study comparing refer-
ence to content as bases for indexing documents. This study indi-
cates that reference identifies the value of documents more accu-
rately and with a greater diversity of language than content.  

Keywords 
Indexing precision, term diversity, reference-based indexing.  

INTRODUCTION 
A search engine is only as good as its ability to pair people with 
the information they need. More specifically the quality of such a 
system is best measured by the success with which it pairs queries 
with useful documents. For any query, many documents are rele-
vant in that they address the topic identified in the search to some 
extent. However, far fewer contribute important information to a 
body of knowledge. Documents making important contributions 
are far more useful to people than those that are merely relevant. 
Therefore, an information system should index documents using 
identifiers for the contributions they make to the exclusion of 
other information they may contain. 
Precise indexing is the foundation of a good information retrieval 
system. But no matter how precisely a system identifies the im-
portance of documents, if the identifiers used to index them do 
not match queries for the information they contain then the sys-
tem will perform just as poorly as one in which documents are 
indexed imprecisely. Because human language is so rich and ex-
pressive, people use many different words to describe the same 
concepts in queries to search engines [3]. Therefore, the vocabu-
lary with which documents are indexed should be diverse, reflect-
ing many ways of describing the important features of each docu-
ment.  
With the growth of Internet access during the past decade, much 

of the information people use to research one idea or another is 
available on-line. An important part of this structure and indeed 
part of the Internet as a whole is the mechanism of reference, 
whether in the form of hyperlinks or traditional citations. In citing 
another document an author typically pinpoints the value of that 
document with just a sentence or two in which the author de-
scribes the work in relation to his own. The language used in 
these sentences is not only precise, but multiple citations to a 
document provide the diversity of language inherent in the per-
spectives of multiple authors. Reference, therefore, provides an 
excellent source of identifiers for indexing documents. 
Since most search engines rely heavily on the words used within a 
document for indexing and retrieval, an important evaluation of 
reference is how it fares when compared to content as a means of 
identifying the important features of documents. In this paper, we 
argue that reference is superior to content as a basis for indexing. 
As evidence we present a comparison of the indexing vocabular-
ies extracted from content and reference in a collection of Com-
puter Science research papers.  

The Study 
For this study we used the metrics of topical precision, coverage 
for meta-information, and term diversity. By topical precision we 
mean the success with which the indices for a document identify 
the subjects in which a paper makes contributions, to the exclu-
sion of identifiers for other subjects a document may address. 
Meta-information coverage is the degree to which the indices for 
a document identify extra-topical features such as the type of 
contribution a document makes (i.e. algorithm, study results). 
Term diversity measures the number of different identifiers for 
the same idea within the indices for a document. The first two 
metrics measure the success with which an indexing vocabulary 
identifies the value of a document. The third measures the size of 
the target information seekers must hit in searching for that in-
formation. These properties are fundamental to the success or 
failure of an information system.  
We collected approximately 30,000 of the documents maintained 
by ResearchIndex [5] and indexed them by both content and ref-
erence. For references we used windows of text surrounding cita-
tions that are approximately 50 words in length. We used the 
same indexing technique for both content and reference and based 
this technique on traditional IR methods so that we were looking 
at content as it is typically used. We weighted the indices for each 
document using a standard tfidf metric in which important indices 
are those that occur frequently in the text used to index a docu-
ment and rarely in the text used to index other documents. 
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From the collection, we gathered a sample of 24 documents to 
study. These documents were required to meet 2 restrictions, but 
were otherwise selected at random. First, we required that each  



document had been cited at least 20 times to ensure that there was 
enough text with which to index a document in the reference da-
tabase. This is actually a small number of citations for a document 
people will find useful and would likely be reached during the 
first year or two following publication. Second, we also required 
each document to contain a list of keywords specified by the au-
thor. We imposed this restriction so that we did not determine the 
important features of documents solely based on our own opin-
ions, and thereby increase the risk of introducing bias toward 
reference.  
With the sample set of documents chosen, we identified the ways 
in which each document contributes to the field of Computer Sci-
ence. Using the keywords listed by the authors to guide our deci-
sions, we determined the importance of a paper using the abstract, 
introduction, and other content of the document. In a further effort 
to avoid introducing bias toward reference, we used only the con-
tent of documents to determine key contributions. We identified 
both subject areas in which a document makes contributions and 
meta-information.  
We then evaluated the degree to which each indexing vocabulary 
identified these features. Given the typical search behavior of 
people [4,7,8], only the most heavily weighted indices will cause 
an information seeker to actually see a document. After sampling 
the distribution of term weights in both the content and reference 
databases we determined that by evaluating the 50 most heavily 
weighted terms for each document, we would be assured of con-
sidering only terms that are likely to place it within the first page 
of query results.  
With all the sample data collected we evaluated the quality of the 
indexing vocabularies from content and reference. In each set of 
indices we looked for words that identify important and 
distinguishing document features. We marked as feature 
identifiers, terms that name a contribution either as part of a group 
of words (i.e. “quality” in “quality of service”) or singularly (i.e. 
“QoS”). To verify feature identifiers we required that usage be 
demonstrated in either the document itself or in reference to that 
document, regardless of whether the word originated in content or 
reference.  

STUDY RESULTS 
Authors cite documents using language that describes other work 
in relation to their own; in the process, they summarize the impor-
tance of that work. Documents are far more complex, often re-
quiring much text that does not directly identify the importance of 
a document. Our analysis of the precision with which content and 
reference identify the important topics of documents supports this 
reasoning. In evaluating each indexing vocabulary we found that 
on average 35 % of content indices identify at least one key fea-
ture, compared to 51% of indices from reference. The mean dif-
ference was 16% with a standard deviation of 10% and a 90% 
confidence interval of 3.5%. Further analysis indicates that 
most of the misleading indices drawn from reference identify 
related work, and result from multiple documents being cited near 
one another. Using a simple filter we have been able to eliminate 
much of this text in the general case. No such solution is evident 
for the misleading indices drawn from content.  

±

Coverage for Meta-information 
In addition to important subjects, authors also identify 
distinguishing extra-topical features using phrases such as “good 
overview”. This type of information is difficult to extract from the 
content of documents. In fact, it is usually only through the col-
lective opinion of the research community that a document be-
comes known as a “good overview”, “good introduction”, etc. 
Testing this hypothesis, we found that content indices identified 
all the meta-information for a document only 23% of the time, 

while reference indices identified all meta-information for 50% of 
the documents we considered. Comparing relative performance 
per document, reference identified more meta-information for 
64% of the documents and identified the same number of features 
for 27% of the documents, leaving only 2 documents for which 
content identified more meta-information.  

Vocabulary Diversity 
As evidenced so far, the individual perspectives of many citing 
authors work together to provide consensus on the value of a 
document. Furthermore, the words of different authors identify a 
variety of ways in which a document may be described. As a 
result, reference supports the indexing needs imposed by a diverse 
search vocabulary. To substantiate this claim, we compared the 
indices drawn from content and reference looking for distinct 
words used either alone or with other words to identify the same 
idea. We looked at only the root of words so that different forms 
of the same word were not considered distinct identifiers. In addi-
tion, all words used in the same group to identify an idea were 
treated as a single identifier.  
For topical features, the average number of distinct identifiers per 
document originating in reference was 16.2, while the content 
indices contained an average 10.5. The mean paired difference 
was 5.7 with a standard deviation of 3.1 and a 90% confidence 
interval of 1.  ±
For meta-information, the average number of distinct identifiers 
originating in content was 0.87 -- many sets of content indices 
contained none at all. The average number originating in refer-
ence was 2.5. The mean paired difference was 1.6 with a standard 
deviation of 1.7 and a 90% confidence interval of ±  0.6.  

SUMMARY 
Comparing reference to content we measured the value of each 
source as a basis for indexing against the metrics of topical preci-
sion, coverage for meta-information, and term diversity. By all 
three measures, reference demonstrated a significant advantage 
over content as a source of document identifiers.  
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